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Pairwise Comparisons of Means 

We often compare various treatments to see if there are any differences 

between the treatments. For example, we may want to compare how 

different types of fertilizers impact plant growth. Or how different 

catalysts impact reaction purity. We would like to find out the following: 

Are there any differences in the means and, if so, which ones are 

significantly different? 

You should also be concerned about differences in variation in the treatments, but we will only address 

the means here. 

Analysis of Variance (ANOVA) is often used to determine if there is a difference between means. 

Unfortunately, ANOVA does not tell us which means are different from each other. Additional analysis is 

needed to do that. This is where pairwise comparisons of means comes in. This publication reviews how 

ANOVA lets us know that there are differences in the means and then examines three pairwise 

comparisons of means: Bonferroni method, Tukey method and Fisher’s least significant difference (LSD) 

method. Each methodology compares all pairs of means to determine if there are any significant 

differences.  

Multiple pairwise comparisons do have an impact on the probability of deciding that at least one 

pairwise difference is significant when it is not. This is where the family error rate or family confidence 

interval comes in. 

In this publication: 

• Comparing Multiple Means 

• ANOVA 

• Pairwise Comparison of Means 

o Fisher LSD Method 

o Bonferroni Method 

o Tukey Method 

• Visual Picture of Pairwise Means Comparisons 

• Summary 

• Quick Links 

Note that all the analysis done below was completed with the SPC for Excel software. 

Comparing Multiple Means 

The example data used in this publication for pairwise comparisons of means comes from Statistics and 

Data Analysis by Ajit Tamhane and Dorothy Dunlop. There are six stations that create molded containers. 

The design weight of the container is 51.5 grams. An engineer is concerned that the weights at the 

stations are not uniform. The engineer selected 8 containers at random from each station and weighed 

the containers. The results are shown in Table 1. 
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Table 1: Plastic Container Weights (Grams) 

 

Station 1 Station 2 Station 3 Station 4 Station 5 Station 6 

 
51.28 51.46 51.07 51.70 51.82 52.12 

 
51.63 51.15 51.44 51.69 51.70 52.29 

 
51.06 51.21 50.91 52.12 51.25 51.42 

 
51.66 51.07 51.11 51.23 51.68 51.88 

 
52.20 51.84 50.77 51.51 51.76 52.00 

 
51.27 51.46 51.86 52.02 51.63 51.84 

 
52.31 51.50 51.22 51.35 51.61 51.57 

 
51.87 50.99 51.54 51.36 52.14 51.74 

Mean 51.66 51.335 51.24 51.6225 51.69875 51.8575 

Std. Dev. 0.450 0.281 0.357 0.322 0.247 0.284 

 

The sample mean and standard deviation for each station are shown. You can see that the sample means 

vary from a low of 51.24 and a high of 51.8575. It is not surprising that the sample means are different. 

Variation exists. There are differences in the sample means. But are there any sample means that are 

significantly different?  

ANOVA 

Analysis of variance is used to test the following null and alternate hypothesis: 

H0: μ1= μ2= μ3 =……= μk 

H1: μi ≠ μj for at least one i and one j 

where μ is a treatment mean. The ANOVA table based on the data in Table 1 is shown below. 

Table 2: ANOVA for Station Data 

Source 

Sum of 

Squares 

Degrees 

of 

Freedom 

Mean 

Square F p Value 

Treatments 2.19366 5 0.438732 4.03 0.0045 

Error (Within) 4.576988 42 0.108976     

Total 6.770648 47       
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The first column in the ANOVA table contains the source of variation. It divides the sources of variation 

into two major categories: within treatment (error) and between treatment. The objective is to 

determine if there are any differences between treatments (in this example, the stations). This is done by 

comparing the between treatments sum of square to the error sum of square. If the variance between 

treatments can be explained by the within treatment variance, we will conclude that there are no 

differences between the treatments. If the variance between treatments cannot be explained by the 

within treatment variance, we will conclude that there are differences between the treatments. 

The second column in the table contains the sum of squares. These are calculated variances. For more 

information on ANOVA and the calculations, please see our SPC Knowledge Base article on One Factor 

ANOVA.  

The third column is the degrees of freedom. If “a” is the number of stations, the degrees of freedom for 

“between treatments” is a – 1. If N = the total number of observations, then the total degrees of 

freedom is N – 1 and the error degrees of freedom of N – a. 

The fourth column is the mean square. The mean square is obtained by dividing the sum of squares for 

the source by the degrees of freedom for the source. Thus, MSE = SSError/(N-a). MSE is an estimate of the 

within treatment variation. 

The fifth column is the F value. This is determined by dividing the mean square for the treatments by the 

mean square error. It is this value that determines if there are any significant differences between the 

treatment means. 

The sixth column is the p-value. The p-value is the probability of getting that F value if the null 

hypothesis is true. If the p-value is small, we assume that it is not likely to get that F value if the null 

hypothesis is true and we conclude that there are differences in the means. p-values less than 0.05 are 

considered small.  

In this example, p-value= 0.0045, which is small. So, we conclude that there are probably differences in 

the means of the six stations. But which stations are different? We will look at three methods to define 

which stations are different. 

Pairwise Comparison of Means 

There are several methods to compare means pairwise. In this publication, we will look at three: Fisher’s 

LSD method, the Tukey method, and the Bonferroni method. In each method, a critical value will be 

calculated. If the difference between two means is greater than the critical value, we will assume that 

those two means are significantly different – at least statistically.  

The standard deviation (s) is used in the calculations below. This is the square root of the MSE. So,  

s = 0.330 

The t-distribution is also used in the calculations below. The degrees of freedom for the t value are the 

degrees of freedom based on the MSE. This is 42 as shown in the ANOVA table above. 

Each method compares all possible pairs of means. There are k = (a) (a-1)/2 possible pairs where a = the 

number of treatments. Since there are 6 stations, then there are 6(6 – 1)/2 = 15 pairs of means to check.  
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Each pair of means is tested to the null hypothesis that μi = μj. We will start with Fisher’s LSD method. 

Fisher’s LSD Method 

Fisher’s method compares each pair of means at the level , which is normally taken to be 0.05. The null 

hypothesis is rejected if the following is true for any pair of means: 

|�̅�𝑖 −  �̅�𝑗| > 𝑡
(𝑑𝑓,

𝛼
2

)
𝑠√

1

𝑛𝑖
+

1

𝑛𝑗
 

where the y terms represent the means of stations i and j, t is the t-value for the upper /2 percentile of 

the t distribution with df (degrees of freedom), s is the standard deviation, and the n terms represent the 

samples in the ith and jth stations.  

The term to the right is sometimes referred as to the least significant difference (LSD).  For example, let’s 

compare the first and second station means, 51.66 and 51.335, respectively. The t value for 42 degrees 

of freedom and alpha = 0.05 is 2.018.  The calculations can now be done. 

Difference in means: |51.66 −  51.335| = |0.325| 

𝐿𝑆𝐷 =  2.018(0.330)√
1

8
+

1

8
= 0.333 

Since the range in the two means is less than the LSD value of 0.333, we conclude that the means for 

station 1 and station 2 are statistically the same. Table 3 shows the results for all 15 pairwise 

comparisons. 

Table 3: Fisher LSD Method Results for Stations 

Comparisons 
Diff. in 
Means 

LSD 
95% 

Lower 
95% 

Upper 
Sig Diff.? 

Station 1 - Station 2 0.325 0.333 -0.008 0.658 No 

Station 1 - Station 3 0.42 0.333 0.087 0.753 Yes 

Station 1 - Station 4 0.0375 0.333 -0.296 0.371 No 

Station 1 - Station 5 -0.03875 0.333 -0.372 0.294 No 

Station 1 - Station 6 -0.1975 0.333 -0.531 0.136 No 

Station 2 - Station 3 0.095 0.333 -0.238 0.428 No 

Station 2 - Station 4 -0.2875 0.333 -0.621 0.046 No 

Station 2 - Station 5 -0.36375 0.333 -0.697 -0.031 Yes 

Station 2 - Station 6 -0.5225 0.333 -0.856 -0.189 Yes 

Station 3 - Station 4 -0.3825 0.333 -0.716 -0.049 Yes 

Station 3 - Station 5 -0.45875 0.333 -0.792 -0.126 Yes 

Station 3 - Station 6 -0.6175 0.333 -0.951 -0.284 Yes 

Station 4 - Station 5 -0.07625 0.333 -0.409 0.257 No 

Station 4 - Station 6 -0.235 0.333 -0.568 0.098 No 

Station 5 - Station 6 -0.15875 0.333 -0.492 0.174 No 
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The table contains the pairwise difference means, the LSD value, the lower and upper 95% confidence 

intervals and whether there is a significant difference between the two pairs. The lower and upper 95% 

confidence intervals are obtained by subtracting and adding the LSD to the difference in means. The 

difference in pairs is statistically significant if the difference in means is greater than LSD or the 

confidence interval does not contain 0. There are six pairs which are statistically different: 

• Station 1 – Station 3 

• Station 2 – Station 5 

• Station 2 - Station 6 

• Station 3 - Station 4 

• Station 3 - Station 5 

• Station 3 - Station 6 

Note that each pairwise test above was done with  = 0.05, giving 95% confidence limits for each 

pairwise comparison. The problem is that we are making several comparisons. We have to worry about 

something called the Family Error Rate. The family error rate is the probability of coming to at least one 

false conclusion in a series of hypothesis tests. We will not go into the calculations here, but the family 

error rate for Fisher’s LSD method is 0.35. This gives a family confidence interval of 1 – 0.35 or 65%. This 

implies that there is a very good chance that there will be false conclusions in our results. It is because of 

this that Fisher’s LSD method is not used very often. The SPC for Excel software shows the results as 

follows: 

Fisher Least Significant Difference (LSD) Method 

Family Conf. Int.=65.03%, Individual Conf. Int.=95% 

 

Bonferroni Method 

The Bonferroni method controls the family error rate by dividing the desired family error rate (e.g., 0.05) 

among the k pairwise comparisons. In our example, there are 15 pairwise tests. So, the individual error 

rate becomes 0.05/15 = 0.003333. 

Now the null hypothesis for means i and j is rejected if the following is true: 

|�̅�𝑖 − �̅�𝑗| > 𝑡
(𝑑𝑓,

𝛼
2𝑘

)
𝑠√

1
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+

1

𝑛𝑗
 

 

Note that the only difference between this and Fisher’s LSD method is the presence of 2k in the t value 

instead of just 2. This changes the t value. In this example, with 42 degrees of freedom and dividing  by 

2k, the value of t is 3.112. The critical value for the Bonferroni method is the term on the right.  

Consider stations 1 and 2 again. The critical value is given by: 
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𝑡
(𝑑𝑓,

𝛼
2𝑘

)
𝑠√

1

𝑛𝑖
+

1

𝑛𝑗
= 3.112(0.330)(.5) = 0.514 

The difference in means for stations 1 and 2 is 0.325. The Bonferroni method shows that there is not a 

significant difference between the means for stations 1 and 2. Table 4 shows the results for all 15 

pairwise comparisons for the Bonferroni method. 

Table 4: Bonferroni Method Results for Stations 

Comparisons 
Diff. in 
Means 

Critical 
Value 

95% 
Lower 

95% 
Upper 

Sig Diff? 

Station 1 - Station 2 0.325 0.514 -0.189 0.839 No 

Station 1 - Station 3 0.42 0.514 -0.094 0.934 No 

Station 1 - Station 4 0.0375 0.514 -0.476 0.551 No 

Station 1 - Station 5 -0.03875 0.514 -0.552 0.475 No 

Station 1 - Station 6 -0.1975 0.514 -0.711 0.316 No 

Station 2 - Station 3 0.095 0.514 -0.419 0.609 No 

Station 2 - Station 4 -0.2875 0.514 -0.801 0.226 No 

Station 2 - Station 5 -0.36375 0.514 -0.877 0.150 No 

Station 2 - Station 6 -0.5225 0.514 -1.036 -0.009 Yes 

Station 3 - Station 4 -0.3825 0.514 -0.896 0.131 No 

Station 3 - Station 5 -0.45875 0.514 -0.972 0.055 No 

Station 3 - Station 6 -0.6175 0.514 -1.131 -0.104 Yes 

Station 4 - Station 5 -0.07625 0.514 -0.590 0.437 No 

Station 4 - Station 6 -0.235 0.514 -0.749 0.279 No 

Station 5 - Station 6 -0.15875 0.514 -0.672 0.355 No 

 

The columns are the same as for Fisher’s LSD method. Note that, however, with the Bonferroni method, 

only two pair of means are significantly different: 

• Station 2 – Station 6 

• Station 3 – Station 6 

The difference is because the way the Bonferroni method controls the family rate: 

Bonferroni's Method 

Family Conf. Int.=95%, Individual Conf. Int.=99.67% 

 

The family confidence interval is 95% compared to 65% for Fisher’s LSD method. There are less false 

signals with the Bonferroni method. 
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Tukey Method 

The Tukey method, like the Bonferroni method, tests at the family confidence interval – again usually 

95% when  = .05. However, the Tukey method is a little more difficult because it uses the Studentized 

range distribution. The Studentized range (q) is the difference between the largest and smallest data 

point in a sample, measured in terms of sample standard deviations. It depends on the number of means 

(a), the degrees of freedom (df), and alpha.  With the Tukey Method, the null hypothesis for means i and 

j is rejected if: 

|�̅�𝑖 − �̅�𝑗| >
𝑞𝑎,𝑑𝑓,𝛼

√2
𝑠√

1

𝑛𝑖
+

1

𝑛𝑗
 

For 6 means, 42 degrees of freedom and  = 0.05, the value of the Studentized range distribution (q) is 

4.2233. The values of the Studentized range distribution are available in tables in statistical books. Most 

software calculates the values. Again, the critical value is the term on the right side of the equation 

above. 

For stations 1 and 2, the critical value is given as: 

𝑞𝑎,𝑑𝑓,𝛼

√2
𝑠√

1

𝑛𝑖
+

1

𝑛𝑗
=  

4.2233

√2
(0.330)(. 5) = 0.493 

The difference in means for stations 1 and 2 is 0.325. The Tukey method shows that there is not a 

significant difference between the means for stations 1 and 2. Table 5 shows the results for all 15 

pairwise comparisons with the Tukey Method 

Table 5: Tukey Method Results for Stations 

Comparisons 
Diff. in 
Means 

Critical 
Value 

95% 
Lower 

95% 
Upper 

Sig Diff.? 

Station 1 - Station 2 0.325 0.493 -0.168 0.818 No 

Station 1 - Station 3 0.42 0.493 -0.073 0.913 No 

Station 1 - Station 4 0.0375 0.493 -0.455 0.530 No 

Station 1 - Station 5 -0.03875 0.493 -0.532 0.454 No 

Station 1 - Station 6 -0.1975 0.493 -0.690 0.295 No 

Station 2 - Station 3 0.095 0.493 -0.398 0.588 No 

Station 2 - Station 4 -0.2875 0.493 -0.780 0.205 No 

Station 2 - Station 5 -0.36375 0.493 -0.857 0.129 No 

Station 2 - Station 6 -0.5225 0.493 -1.015 -0.030 Yes 

Station 3 - Station 4 -0.3825 0.493 -0.875 0.110 No 

Station 3 - Station 5 -0.45875 0.493 -0.952 0.034 No 

Station 3 - Station 6 -0.6175 0.493 -1.110 -0.125 Yes 

Station 4 - Station 5 -0.07625 0.493 -0.569 0.417 No 

Station 4 - Station 6 -0.235 0.493 -0.728 0.258 No 

Station 5 - Station 6 -0.15875 0.493 -0.652 0.334 No 
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The Tukey method shows that two pairs have significant differences in means. The two are: 

• Station 2 – Station 6 

• Station 3 – Station 6 

This is the same as Bonferroni’s method found. The family and individual confidence intervals for the 

Tukey method are shown below: 

Tukey's Test 

Family Conf. Int.=95%, Individual Conf. Int:=99.53%, q(a,f,p)=4.2233 

 

Visual Picture of Pairwise Means Comparisons 

The tables above indicate which pairs have significantly different means. Sometimes it is best to look at 

results in charts if at all possible. You can do this by plotting the confidence intervals. Figure 1 shows the 

plot for the Tukey method. 

Figure 1: Tukey Method 95% Confidence Intervals 

 

If an interval does not contain 0, then there is significant difference in the two means. This is true for 
Station 2 – Station 6 and Station 3 – Station 6.  
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Summary 

This publication has examined three pairwise methods to determine which means are different when 

ANOVA indicates that there are significant differences in the means. For each method, a critical value is 

determined. If the range between a pair of means is greater than the critical value, then there is a 

significant difference between those two means. 

Fisher’s LSD method controls the individual confidence interval but does not control the family 

confidence interval. For this reason, it is not preferred. Both the Bonferroni method and the Tukey 

method control the family confidence interval. These are preferred over Fisher’s LSD method. 

You can get a visual picture of the results by plotting the confidence intervals for each pair. If the interval 

does not contain 0, then there is a significant difference in the means. 

Quick Links 

Visit our home page 

SPC for Excel Software 

Download SPC for Excel Demo 

SPC Training 

SPC Consulting 

SPC Knowledge Base 

Ordering Information 

Thanks so much for reading our publication. We hope you find it informative and useful. Happy charting 

and may the data always support your position. 

 

Sincerely, 

 

Dr. Bill McNeese 

BPI Consulting, LLC 
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